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A B S T R A C T   

One important aspect of agriculture is crop yield prediction. This aspect allows decision-makers 
and farmers to make adequate planning and policies. Before now, various statistical models have 
been used for crop yield prediction but this approach experienced some hiccups such as time 
wastage, inaccurate prediction, and difficulties in model usage. Recently, a new trend of deep 
learning and machine learning are now adopted for crop yield prediction. Deep learning can 
extract patterns from a large volume of the dataset, thus, they are suitable for prediction. The 
research work aims to propose an efficient deep-learning technique in the field of cocoa yield 
prediction. This research presents a deep learning approach for cocoa yield prediction using a 
Convolutional Neural Network and Recurrent Neural Network (CNN-RNN) with Long Short Term 
Memory (LSTM). The ensemble approach was adopted because of the nature of the dataset used. 
Two different sets of the dataset were used, namely; the climatic dataset and the cocoa yield 
dataset. CNN-RNN with LSTM has some salient features, where CNN was used to handle the 
climatic dataset, and RNN was employed to handle the cocoa yield prediction in southwest 
Nigeria. Two major problems generated by the CNN-RNN model are vanishing and exploding 
gradients and this was handled by LSTM. The proposed model was benchmarked with other 
machine learning algorithms based on Mean Absolute Error (MAE), Mean Square Error (MSE), 
Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). CNN-RNN with 
LSTM gave the least mean of absolute error as compared to the other machine learning algorithms 
which shows the efficiency of the model.   

1. Introduction 

One major concern for agriculture scientists over the globe is how to enhance yield production for some major cash and food crops. 
This is a result of the demand for food from the ever-increasing population of the world [1,2]. Some of the major crops include cocoa, 
maize, millet, and wheat [3,4]. The attention of researchers is growing rapidly concerning these crops because they constitute sig
nificant sources of nutrition worldwide also, these crops face some hiccups such as a change in climate and natural resources depletion 
which has directly affected their products globally [5,6]. Cocoa, which is a major cash crop in Nigeria, contributes a significant 
percentage to the country’s foreign exchange and a lot of products such as cocoa butter, cocoa powder, chocolate liquor, milk 
chocolate, and chocolate spread are produced from cocoa. Crop yield prediction is of great advantage to farmers and agricultural 
extension workers because it helps in timely import and export decisions and knowledgeable financial and management decisions are 
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made based on it [7]. The high demand for cocoa and unexpected environmental fluctuation sends a warning signal to agricultural 
scientists to increase its production [8]. Environmental factors such as climate among other factors affect the yield of cocoa produced 
in southwest Nigeria and this makes the prediction of cocoa yield more challenging because the climatic dataset comes in both linear 
and non-linear forms, hence the difficulties in estimating its accuracy. Recently, the hope of farmers and agricultural extension workers 
was rekindled by the introduction of sensor technology [9,10], data science [11], and Machine Learning (ML) [12] which has been 
used to improve their production. Various ML such as Artificial Neural Networks (ANN), Bayesian Network (BN), Random Forest (RF), 
and Regression Trees (RT) have been used for yield prediction [13–15]. 

ML has found its application in the following field of agriculture, namely; crop disease prediction [16–18] and yield prediction [19] 
based on climatic factors and agricultural practices [20]. Two major factors that affect yield prediction, these factors are controlled and 
uncontrolled. The controlled factors are practices the farmers adopted during farming practices such as the type of seeds that were 
planted, fertilizer used, number of times irrigation was done on the farmland, weeding, and other practices the farmer engaged in on 
the farmland [21]. Climatic factors (rainfall, humidity, and temperature) and soil characteristics happen to fall into the categories of 
uncontrolled factors that affect the prediction of crop yield. The predicted yield which is output from ML is dependent on the implicit 
input variable, the implicit input variable which is the climatic component is a nonlinear function and complex [7]. All the afore
mentioned factors and crop yield exhibits non-linearity among themselves, hence, a robust model is needed to handle the task. ANN 
has shown promising results in the area of crop yield prediction [22] because of its inherent ability to handle both linear and non-linear 
forms of data, with this capability of ANN, many researchers now adopt ANN for their research work. Recently, deep learning models 
are now being used over other ML models because of their in-built capability which enhances feature learning and automatic feature 
extraction from raw datasets thus producing better accuracy for predicting crop yield [23]. It was noted from previous studies that 
statistical tools such as Auto regression Integrated Moving Average (ARIMA) and Seasonal Auto regression Integrated Moving Average 
(SARIMA) have been used for predicting cocoa yield in Nigeria but the accuracy results have not been encouraging, because of these, 
this research work takes advantage of the state of the art to improve the accuracy by adopting an ensemble deep learning approach for 
predicting cocoa yield based on the climatic dataset and cocoa yield dataset. Also, Convolutional Neural Network (CNN) can be used to 
extract climatic parameters because it is suitable to process data with multiple array formats such as one-dimensional data (Signals and 
Sequences), two-dimensional data (images), and three-dimensional data (videos). The temporal dependencies of the climatic dataset 
used were captured by one – dimensional convolution. With CNN all the necessary information and the high-level features from the 
input data can be extracted by CNN when paired with the pooling operation. All features of the input dataset can be summarized by 
CNN when a filter is applied to the input data with these, CNNs are easier to train. While RNNs are suitable for tasks that involve 
sequential data so as to capture their time dependencies. The usage of the historical cocoa yield dataset as an input in this work also 
enables our model to predict cocoa yield. Finally, motivated by the high predictive performance of CNNs and ensemble models in 
ecology [7,24–28], we propose an ensemble model for cocoa yield prediction in southwest Nigeria. 

Generally, optimization techniques and more advanced hardware are needed whenever deep learning models are to be trained 
because the loss of function is extremely high which makes the optimization of such function more difficult, and also, there is a 
problem of vanishing and exploding gradients [29]. The research work aimed to present an ensemble deep learning approach to 
predict cocoa yield in southwest Nigeria which is against the previously used statistical method and compared the results with other 
machine learning algorithms. The major contributions of the approach are listed below. 1) To predict cocoa yield more accurately, we 
proposed a new ensemble deep neural network model which captures time dependencies of climatic and yield datasets. 2) The 
CNN-RNN with LSTM combines CNN and RNN with LSTM. CNN was used to capture and preprocess climatic dataset that serves as the 
independent variable while RNN was used to capture and preprocess cocoa yield which serves as the dependent variable 3)The study 
also suggests an ensemble deep learning for yield prediction instead of statistical method which is tedious, inaccurate and 
time-consuming. 

The area considered for this research are states that are within the Southwestern region of Nigeria. These are Osun State, Oyo State, 
Ondo State, Ekiti State, and Ogun State. They all have ecosystems that are characterized by humid and sub-humid. The states are 

Fig. 1. Tonnes of cocoa produced from 1988 to 2017.  
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surrounded by Kwara and Kogi in the North and East respectively while they are bordered by the Republic of Benin in the West, and the 
Atlantic Ocean serves as a boundary in the South. Research has it that most of the farmers in Southwestern Nigeria are into crop 
production, so also in the savanna and rainforest where about 90% are dominantly into crop production while about 37.8% in the 
region that are swampy area are involved in fish farming. In this study, Lagos was excluded from the states sampled in Southwestern 
Nigeria because the state is regarded as the hub of urban business and most of its land is not used for farming. Fig. 1 shows the tons of 
cocoa produced from 1988 to 2017. Cocoa is usually planted around April in South West Nigeria and the harvesting is done around 
October. The data for these months were targeted for both the yield and climate. The following are the main cash crops that are planted 
in the zone: oil palm, rubber, and cocoa. The focus of this research was based on one of the cash crops – precisely, cocoa. 

The next section takes a look at the various approaches that have been used for yield prediction with machine learning and deep 
learning. Section two describes the methodology used and how the model operates while sections four and five describe the results 
from our findings and its conclusion respectively. 

22. Related work 

Researchers over the globe have adopted the ML approach for crop yield prediction and the results obtained have been promising. 
Yield prediction of potato, wheat, and maize was carried out by Ref. [30] authors used random forest and multiple linear regression for 
prediction, and experimental results show that random forest outperformed multiple linear regression. [3] in his research work 
adopted SARIMA for prediction but the result obtained provides room for improvement. [31] uses SARIMA model to forecast dengue 
cases. Experiment results show that the interval between the historical data and the predicted results is not too close but can be 
improved. Also, [32] did a comparative analysis among various ML algorithms, namely; Support Vector Regression (SVR), Multiple 
Linear Regression (MLR), k-nearest neighbor, M5-Prime regression tree, and perceptron multilayer neural networks. After the 
experimental results, M5-Prime gave the least error in yield prediction thereby making it the most suitable for yield prediction among 
the models. In another study, the random forest was used by Ref. [33] to predict the yield of mango fruit under irrigation regimes. It 
was concluded in the study that RF is applicable for predicting mango yield even in underwater management. [34] Classified the yield 
of durum wheat with association rule mining and decision tree, experimental results show that association rule mining gave the best 
result in all the locations. [35] Conducted a research where ML was used on remote sensing data to estimate nitrogen status and yield 
prediction. Experimental results show that among all ML algorithms used, the M5- Prime regression algorithm was more efficient for 
yield prediction whereas, for nitrogen estimation, the least square Support vector machine gave the best result. It was concluded in the 
research that there is an increase in accuracy and efficiency by fusing sensor technology into machine learning. [36] adopted ANN for 
the prediction of rice yield with some climatic parameters such as minimum and maximum temperature and precipitation in some 
selected districts of Maharashtra, India. It was concluded that ANN gave a specificity of 0.9819, a sensitivity of 0.9633, and an accuracy 
of 0.975. [37] compared the performance of Default ANN (D-ANN) and customized ANN(C-ANN) for wheat yield prediction, and the 
report reveals that C-ANN was more efficient than D-ANN for wheat yield prediction. In other studies, [38] adopted advanced sensing 
techniques and machine learning for wheat yield prediction. The wheat yield prediction was based on various non-climatic factors and 
the features that affect yield growth was captured with supervised self-organizing maps. Supervised Kohonen Networks (SKNs) were 
compared with other models such as XY-fused Networks (XY-Fs) and counter-propagation ANN (CP-ANNs) for wheat yield prediction 
accuracy, SKN gave an accuracy of 81.65%, CP-ANNs gave 78.3% and XY-Fs gave 80.92%. From the results derived, SKN is more 
suitable for wheat yield prediction than the other models. In another study, [16] proposed an ensemble model for cocoa black pod 
disease prediction in southwest Nigeria based on climatic parameters. The ensemble model was made of a Compact Classification Tree 
(CCT) and Seasonal Autoregressive Integrated Moving Average (SARIMA). The climatic parameters consist of minimum and maximum 
temperature and rainfall for five cocoa-producing states. The proposed model was compared with other models and gave a better 
accuracy compared to other models after simulation. Ref. [39] proposed a Spiking Neural Network (SNN) architecture for crop pre
diction. Spatial and temporal variation for crop yield was achieved based on the remote sensing data used, and the accuracy achieved 
by SNN was higher compared to other models. The results produced by ANN in the field of crop prediction have necessitated its 
tremendous usage, making researchers explore other advanced areas of neural networks such as deep learning. 

In recent times, deep learning has been used by researchers to predict crop yield. A Convolutional Neural network, which is a good 
example of deep learning has been used extensively by researchers on large image datasets, thus, is useful for crop yield classification 
and crop yield prediction. Ref. [40] Predicted crop yield with a deep learning approach and the performance of the model was 
compared with regression tree, Lasso, and shallow neural networks. Results reveal that the model used outperformed other models. In 
another study, Ref. [28] predicted soya beans yield with Convolution Neural Network-Recurrent Neural Network (CNN-RNN), the 
model proposed was unique because a dimensionality reduction technique was applied to the remotely sensed images dataset used for 
its training and prediction. Ref. [41] predicted crop yield with a deep neural network using metrological datasets that span from 2006 
to 2015. The prediction was based on optimized input variables which were derived from satellite products. In similar work, a soya 
bean was predicted based on a deep learning framework. Argentina was used as a case study for the research and the results that were 
derived were satisfactory when a transfer learning approach was adopted to predict soya bean harvest based on small amounts of data 
in Brazil [42]. In another study, Ref. [27] did a study to investigate the ability of CNN in forecasting rice yield grain. Datasets of 
remotely sensed images were used for the research work, experimental results show that CNN gave a robust grain forecast in all the 
ripening stages. Corn yield loss was predicted with CNN which cut across different locations in Canada and the United States [43]. In a 
similar study, the yield of orchards was estimated with CNN, and the estimation of the plant growth was based on its various stages. 
The area from the image that represents was extracted by CNN because it serves as an object detector [44]. Ref. [42] adopted the 
concept of transfer learning because deep learning needs a large dataset, and an extensive amount of dataset is needed whenever a deep 
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learning approach is to be adopted, the results derived from this approach have been encouraging. 

2.1. Existence of the state of the art 

Researchers over the globe have explored the various deep learning models, the effectiveness and efficiencies of each deep learning 
model have been explored in the area of prediction of crop yield, and they have all proven to be suitable. However, there is one of the 
models RNN seems to be efficient because of its capacity in dealing with time series datasets. Time series data plays an important role in 
the field of crop yield prediction because yield prediction depends on temperature and rainfall. RNN seems to be a perfect model to 
handle problems posed by time series data for yield prediction. In recent times, some researchers the likes of [45] used a fusion of CNN 
and Long Short Term Memory (LSTM) to estimate the wheat crop. A raw imagery dataset was used during the experiment and the 
results obtained were promising. The proposed fusion of CNN and LSTM outperformed other convolution methods by 74% accuracy 
and outperformed other deep learning models by an accuracy of 50%. 

Ref. [46] compared the performance of RNN and Feed Forward Neural Network (FFNN) for the prediction of wheat yield, the 
metric was based on RMSE. Experimental results reveal that RNN gave better performance compared to FFNN. Another study was done 
by Ref. [20] Crop yields were predicted by LSTM in Iowa states. The efficiency of RNN was justified by the result derived from the 
experiment. In another study, Ref. [47] predicted soybean and maize yield crops, where climatic data and soil data were used. The 
prediction was based on a neural network model. The soil data were firstly fed into the fully connected layer while the climatic dataset 
was provided through the recurrent LSTM layer. The results obtained from the proposed model were encouraging compared to other 
results. Ref. [48] employed the LSTM model for the prediction of wheat yield, some smoothening functions were introduced to the 
proposed LSTM model, and this was done to increase the efficiency of the model. Experimental results reveal that the proposed model 
gave better accuracy. 

Ref. [49] compared the performance and efficiency of various classifiers such as the xgboost classifier, KNN classifier, random 
forest classifier, logistic regression, and RNN with LSTM. The performance was based on the prediction of crop yield, two major 
parameters rainfall and temperature were considered for yield prediction. RNN with LSTM gave better results as compared to other 
classifiers. In a similar study, Ref. [50] compared the efficiency of CNN, ANN, and RNN with LSTM for crop yield prediction. RNN with 
LSTM gave an accuracy of 89% which outperformed other techniques used. The choice of the proposed CNN-RNN with the LSTM 
model emerged from the fact that two sets of data are to be used namely; the climatic dataset and the cocoa yield dataset. Also from the 
review, RNN and CNN are the trending, prevailing and latest models in the field of deep learning which are used but not fully explored 
in the area of crop yield prediction. 

3. Materials and methods 

3.1. Proposed model 

This study proposed an ensemble model of Convolutional Neural Network and Recurrent Neural Network (CNN-RNN) with LSTM 
for cocoa yield prediction. The research adopts VGG-like architecture for the design of the proposed model. The model has four 
segments. The first segment constitutes CNN and the climatic dataset. CNN was used to extract the features of the climatic dataset 
(Rainfall, maximum temperature, and minimum temperature). CNN was used in this segment because various studies have proven the 
effectiveness of CNN for capturing the linear and nonlinear dependencies in a climatic dataset [7,24,25]. 

In the second segment, RNN was used to extract the features of cocoa yield (years and yield outcome). RNN was used because other 

Fig. 2. Proposed model for cocoa yield prediction.  
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researchers have adopted it for yield prediction [8]. Also, it has been useful in a time series dataset. In the third segment, a fully 
connected layer was used to aggregate all the features of the datasets and then forwarded to the LSTM. Four layers of LSTM were used 
and for each layer of LSTM, 50 neurons were used and 0.2 dropout regularization was adopted to avoid overfitting of the model. To 
overcome gradient explosion during training, the learning rate was reduced and the number of batches was increased to make the 
model robust. A learning rate of 0.0005 and 20 batch size was used. Cocoa yields were predicted based on the input variables from the 
yield dataset and climatic datasets. To find the input variables, the guided backpropagation method was used to back-propagate the 
positive gradients which help to maximize the activation of the targeted neurons [40]. All the validation samples were firstly fed into 
the CNN-RNN with the LSTM model and the average activation of all the neurons was computed into the LSTM at time step t. The 
gradient of the activation neurons was set to 1 while the other neurons were set to 0. For us to find the important input variables based 
on the magnitude of the gradient, the gradients of the activated neurons were propagated into the input space. Fig. 2 below depicts the 
structure of the proposed model. 

3.2. Dataset 

This research work adopts two sets of data, namely; the climatic dataset and the yield dataset. The climatic dataset was collected 
from Nigeria’s metrological agency (Nimet) covering the five major cocoa-producing states in Nigeria. The climatic dataset spans from 
1988 to 2017 with minimum temperature, maximum temperature, and rainfall as its features. The climatic dataset used for this 
research covered only the five major cocoa-producing states in southwest Nigeria, the states include; Ondo state, Ekiti state, Ogun 
state, Ibadan, and Osun state. Before any dataset is fed into any machine learning, the dataset needs preprocessing, to put it in a format 
that the machine can use. Since the planting of cocoa in southwest Nigeria starts around April and the harvesting starts around October, 
the study focus on both the yield data and climatic data for these months between 1988 and 2017. The climatic dataset has 31,320 
samples with three features namely; rainfall, minimum temperature, and maximum temperature. While the yield dataset was collected 
from the work of [51] and spans from 1988 to 2017, it has two features namely the “yield outcome” and “year” with a total of 58 
samples. The total dataset samples used for training is 21,640 while 9738 samples were used for testing, both datasets are examples of 
time series datasets. Both data were properly scrutinized to ensure that there are no missing values. The dataset was normalized using 
the popular normalization method known as min-max normalization. This approach was used to bring the dataset into a close range 
and also to perform the linear transformation of the dataset. The same amount of aforementioned training and the testing dataset was 
used after data preprocessing because there were no missing values and non-numeric values in both dataset. Based on the minimization 
of loss, the optimal iteration was selected from the series of experiments conducted. Equation (1) is the formula for normalization used. 

θn
εn − Min(ε)

Max(ε) − Min(ε) ∗ 100 (1)  

Where: 

ɵn = In the dataset, the nth normalized value 
εn = the nth value in the dataset 
Min (ε): Minimum value in the dataset 
Max (ε): Maximum value in the dataset 

3.3. Operation of CNN from the proposed model 

Another aspect of the emerging researchable area is the aspect of time series data. CNN is a type of feed-forward neural network 

Fig. 3. CNN training climatic dataset.  
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that uses a convolutional structure to extract features from a time series dataset. Multilayer neural network works in such a way that 
each neuron is connected to the other, an input neuron is connected to another output neuron. For instance, given “a" as inputs and “b" 
outputs, an element of a*b will be generated as the weight matrix, but for CNN, a convolutional kernel of K*K will be used to reduce the 
weight of a*b to K*b, as a result of this reduction, only a weight matrix of K*b will be learned during the process of training the layers. 
There is an improved parameter optimization which leads to a hidden layer of the deep neural network to be trained at the same 
computational complexity. Useful information is thus extracted and trained by the CNN thus, improving the output of the CNN. A 
temporal CNN (Fig. 3) was used in this research to extract useful information from the time series dataset. The temporal CNN adopts 
K*1 as its kernel size against the traditional CNN that uses K*K. One important parameter in temporal CNN is the kernel size because it 
determines the length of the time series for each read and the information contained in the time series dataset was extracted by the 
convolution operation. The kernel matrix for 2-D convolutions is a two-dimensional matrix while the kernel matrix for temporal 
convolution is a one-dimension matrix. Equation (2) below depicts the input of the time series data into the temporal CNN and 
Equation (3) depicts the kernel function which is a vector of the parameters. During training, the vectors are constantly updated. 
Equation (4) and Equation (5) depicts the convolutional mapping between the input and kernel when the step size is assume as β 

w(t) : {1,………, £}→R (2)  

f (t) : {1,…….., k)→R (3) 

Assumes that the step size is β, the convolutional mapping between the input and kernel will be 

q(t) :
{

1,……..
(ɵ − k)
β+ 1

}

→R (4)  

Which can be expressed as 

q(y)=
∑k

k=ɵ
f(t).w(y.β − t+ k − β+ 1) (5) 

The climatic data are preprocessed by the temporal CNN with the one-dimensional operation and are fed into the LSTM. Table 1 
depicts the predictor variables selected from the climatic dataset. At this point, the dataset is suitable for LSTM for prediction. 

3.4. Operation of RNN from the proposed model 

RNN was used to preprocess the cocoa yield dataset. Table 1 above depicts the predictor variables used for cocoa yield. RNN is one 
of the variants of ANN. Its operations are similar to ANN with some differences. Firstly, RNN has three layers which are the input layer, 
hidden layer, and output layer. The input layer takes the input variables from the dataset, and the hidden layer receives the input and 
then sends it to the output layer. One of the differences between ANN and RNN is that output for the next layer is produced from the 
values of the previous layers of the hidden layer. RNNs are good for sequence modeling, this concept makes RNN more efficient 
because the sequence data used will be more understood. Fig. 4 below depicts the working structure of RNN, where X0 servers as input 
into the RNN and Y0 is the corresponding output to X0. Y0 Combines with X1 to serve as RNN and Y1 will be the output for the input 
from X1 and Y0. Y1 combines with X2 to serve as input into RNN and a corresponding Y2 is produced. This process continues for X3 … … 
… Xt during the training process and it helps RNN to memorize the content. Despite the efficiency of RNN, there were two major 

Table 1 
Predictor variables used for few years from the dataset(s).  

Year Cocoa yield 
(kgha− 1) 

April Avg. 
Max. Tem 
(oC) 

Aug 
Avg. Max. 
Tem (oC) 

Oct 
Avg. Max. 
Tem (oC) 

April 
Avg. Min. 
Tem (oC) 

Aug 
Avg. Min. 
Tem (oC) 

Oct 
Avg. Min. 
Tem (oC) 

April 
Avg. 
Rainfall 
(mm) 

Aug 
Avg. 
Rainfall 
(mm) 

Oct 
Avg. 
Rainfall 
(mm) 

1988 230 31.18 26.36 29.28 25.3 23.0 24.0 173.5 152.3 201.8 
1989 256 31 26.64 28.54 25.1 23.1 23.7 122.0 220.6 164.2 
1990 244 30.93 26.54 28.7 25.2 23.0 23.8 184.8 168.3 167.2 
1991 268 30.34 26.23 28.02 24.2 22.8 23.1 175.2 223.3 190.6 
1992 292 31.41 25.89 28.88 25.0 22.7 23.6 130.9 165.7 159.5 
1993 306 31.54 27.16 29.33 25.2 23.2 23.9 62.5 205.7 139.9 
1994 203 31.02 26.64 28.70 25.2 23.1 23.7 96.9 147.3 192.1 
1995 323 30.95 27.19 28.72 25.3 23.6 23.9 135.8 269.9 187.3 
1996 325 30.81 26.63 28.61 24.7 23.1 23.5 147.8 222.7 176.3 
1997 318 30.05 26.90 29.26 24.2 22.8 23.4 211.5 154.9 210.4 
1998 370 33 26.61 28.82 26.4 22.9 24.0 91.2 87.2 178.9 
1999 225 30.67 26.88 28.14 24.4 23.2 23.2 100.8 237.6 258.8 
2000 338 30.90 26.50 28.70 25.0 23.0 24.0 96.1 244.8 146.7 
2001 340 30.76 25.86 29.41 25.1 23.0 24.3 169.9 98.1 73.1 
2002 362 30.67 26.57 28.54 25.0 23.3 23.7 104.4 229.2 212.6 
2003 385 30.74 26.87 29.65 25.1 23.5 24.4 164.1 125.4 170.7  
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setbacks suffered by RNN. Firstly, they suffered from the problem of exploding gradients where weights are unnecessarily allotted to 
the input by the algorithm. Secondly, they suffered from a vanishing gradient problem where the algorithm stops learning because the 
gradient is too small which is a result of repeated iteration. LSTM was used in this research work to solve the problems observed with 
the RNN. LSTM is of the form of RNN designed to handle vanishing gradient occurrence. Fig. 4 below depicts the structure of RNN. 

3.5. Long Short Term Memory (LSTM) 

LSTM has a long short-term memory cell which enables the network to bring to remembrance the output for any time frame. 
Basically, LSTM has 3 gates, namely; input gates (it), forget gates (ft), and output gates (ot) [52] Equations (6)–(10) below depicts the 
mathematical representation of the three gates respectively. From Equation (6) to 10 the following are the parameters used; tanh () was 
used as the hyperbolic tangent function, ʘ as the element-wise multiplication, ɵ as a logistic sigmoid function. bi, bf, and bo are the 
biases to be learned during training while wi, wf, and wo are used as the weight of the neurons. The input gate determines whether or 
not to add a new input into the network. The forget gate confirms from the output gate whether another output can be used to send to 
the output gate, it also determines which current information in the forget gate is to be deleted, which determines whether the in
formation is useful or not useful. Any information that is not useful in the forget gate is deleted and new information is received from 
the input gate and others are passed to the output gate on request. All the information received from the memory is stored in the 
memory cell. 

it =ɵ(wi[ht− 1, xt] + bi) (6)  

ft =ɵ
(
wf [ht− 1, xt] + bf (7)  

ot = ɵ(wo[ht− 1, xt] + bo) (8)  

ct = ftʘ ct− 1 + itʘ tanh (wc[ht− 1,wt] + bc (9)  

ht = otʘ tanh(ct) (10) 

Stack LSTM were used to receive input from CNN and RNN respectively. Where one takes input from the RNN and the other from 
the CNN as depicted in Fig. 2 above. The climatic output preprocessed data from CNN serves as input into one of the LSTM while the 
preprocessed yield output data serves as input into the other LSTM. The LSTM does the actual prediction and the results were compared 
to other algorithms. The final hidden stage for the LSTM is depicted in Equation (11). ε denotes the average of the hidden stages in 
Equation 11 

ht = ε
(

→
ht,

←
ht

)

(11)  

3.6. Machine learning used for comparison  

i Multilayer Neural Network (MLN) 

MLN is another machine learning algorithm that was used to predict cocoa and the results were compared with the proposed CNN- 
RNN with the LSTM model. MLN has three layers which include; the input layer, hidden layer, and output layer. All these neuron layers 
are interconnected with each other. The input layer takes in the dataset and sends it to the hidden layer and the hidden layer sends it to 
the output layer which finally does the prediction as depicted in Fig. 5 below. MLN used has five input variables which were the 

Fig. 4. Structure of RNN  
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features of the datasets used and a Tanh(x) was used as the activation function with 18 neurons on the hidden layer, the output layer of 
the MLN does the prediction.  

ii Naïve Bayes 

BN is an example of a machine-learning algorithm that was used to predict cocoa yield. The research work adopts Naïve Bayes 
which is constrained form of BN. As shown in Fig. 6 below, there exists a relationship between the dataset and its variables. The 
relationship is plotted and connected by arcs in a graph. From the graph, we have the independent and dependent variables, where the 
independent is the term parent node and the dependent is the term child node. The probability density of all child nodes is solely 
dependent on the parent node. The algorithm uses probability distribution which is derived from Bayes theory as stated below. As 
indicated in Fig. 6 below, the climatic dataset and yield dataset are the parent nodes. The min temp, max temp, and rainfall are all the 
features of the climatic node. Year and yield outcome are also features of the yield dataset. The yield predictor node is dependent on all 
the features to determine its final output. Equation (12)–(16) depicts how Bayes’ theorem was apply to the dataset. 

P(a|b)=
P(b|a) ∗ P(a)

P(b)
(12)  

a represents the input variables from the dataset while b represents the output from the model. Where; 

b=(b1b2b3……….bn)

Putting naïve assumption to Bayes’ theorem, which is independent among the features, we then have; 

P(a|b1b2…….bn)=
P(b1|a)P(b2|a)………P(bn|a)P(a)

P(b1)P(b2)………P(bn)
(13)  

Which can be represented as 

P(a|b1b2…….bn)=
P(a)

∏n
i=1P(bi|a)

P(b1)P(b2)………P(bn)
(14) 

We can remove the denominator, since it remains constant for a given input. We then have; 

P(a|b1b2…….bn)α P(a)
∏n

i=1
P(bi|a) (15) 

For the set of all the possible inputs, we picked the maximum probability when the set of inputs for all the possible values of the 
class variable y are picked. This can be represented mathematically as; 

a= argmaxa P(a)
∏n

i=1
P(bi|a) (16)   

Fig. 5. Structure of Multi-Layer Perceptron neural network.  
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iii Seasonal Auto-Regression Moving Average (SARIMA) 

SARIMA evolved from ARIMA and ARIMA evolved from ARMA. ARMA is a combination of AR (Auto-Regression) and MA (Moving 
Average). Given a discrete time series Zt that has different variables, the general Auto regression for Zt is represented in Equation (17) 
below 

AR (1); Zt = λ0 + λ1Zt− 1 + λ2Zt− 2 + … + λpZt− p + εt (17)   

Where Zt represents the variable at t,Zt− 1,Zt− 2,Zt− p, 
Where λ0 represents the coefficient 
And εt represents the error factor. 

Also, the generalization of the Moving Average (MA) is represented in Equation (18) as depicted below. 

MA (m); Zt = θ0 + θ1Zt− 1 + θ2Zt− 2 + … + θpZt− p + εt (18)  

If we replace. 

Zt with ΔZt = (Zt − Zt − 1), ARMA then becomes ARIMA (l, m, n). 
l is the weighted moving average from past observations. It also indicates the order of Auto regression. 
m indicates the order of differencing (Integration) 
n indicates the order of moving average 

Equation (19) below depicts the general form of the ARIMA model 

Zt = λ0 + λ1Zt− 1 + λ2Zt− 2 + … + λpZt− p + εt + θ0 + θ1Zt− 1 + θ2Zt− 2 + … + θpZt− p (19) 

Seasonal ARIMA (SARIMA) model was used because there is variation in the time series dataset. 
SARIMA was also used to predict cocoa yield and compared with the proposed algorithm because SARIMA does well when it comes 

to the time series dataset. SARIMA has two major parts which are the seasonal part (L, M, N) and the non-seasonal (l, m, n) [53]. Where: 

l: order of non-seasonal AR terms 
m: order of non-seasonal differencing 
n: order of non-seasonal MA terms 
L: order of seasonal AR 
M: order of seasonal differencing 
N: order of seasonal MA terms 
l = m = n = range (0, 2) 
l, m, n were iterated as lmn = list (itertools. product (lmn)) 

Fig. 6. Structure of naïve Bayes.  
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SARIMA (l, m, n, L, M, N)s has the form where; 

Order = (l, m, n) = (1, 1, 0) 
Seasonal order = (L, M, N)s = (1, 1,1, 12) 

Where s is the seasonality = 12. 

The SARIMA model (1, 1, 0), (1, 1, 0, 12) were selected because it has the lowest aic. 
SARIMA used was supported in python via Statsmodels library. 
Model = sm. tsa.statespace. 

SARIMAX (y_train, order = (1, 1, 0), seasonal_order = (1, 1, 0, 12), enforce stationary = false, enforce_invertibility = false) were 
used to fit on the training dataset using the model. fit () function. The model was trained with 70% of our dataset. Once that is achieved, 
we then use the SARIMA model to make prediction by calling the predict () function. For evaluation metric used for SARIMA, Equation 
(20) shows that SARIMA (l, m, n, L, M, N) s has the form 

(λs)φl(λ)(1 − λs)M(1 − λ)nLt = θn(λs)θn(λ)Nt (20)  

3.7. Evaluation metrics 

The proposed model, machine learning algorithms, and deep learning were evaluated based on the following metrics; Mean Ab
solute Error (MAE), Means Square Error (MSE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). The 
aforementioned parameters were selected because there are the most suitable parameters when it comes to evaluating the error rate 
and performance of a model (Soudeh et al., 2021). 

3.7.1. Mean absolute error (MAE) 
It is computed by finding the average of the absolute error. It is being calculated with the formula depicted in Equation (21) where 

et = yt − ft which is the error forecast, the size of the test set is denoted by n, the actual value is denoted by yt and ft is the forecasted 
value. 

MAE=
∑n

t=1

et
n

(21)  

3.7.2. Mean square error (MSE) 
MSE estimates the total deviation between the predicted values and the actual values. It is being calculated with the formula from 

Equation (22) where et = yt − ft which is the error forecast, the size of the test set is denoted by n, the actual value is denoted by yt and 
ft is the forecasted value. 

MSE=
∑n

t=1

e2
t

n
(22)  

3.7.3. Root Means Square Error (RMSE) 
This is calculated by finding the rooted average of mean square error and the average of the square error. Where et = yt − ft which is 

the error forecast, the size of the test set is denoted by n, the actual value is denoted by yt and ft is the forecasted value. Equation (23) 
depicts the formula for RMSE 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
∑n

t=1
e2
t

)

n

√
√
√
√
√

(23)  

3.7.4. Mean Absolute Percentage Error (MAPE) 
This is used to measure the accuracy of a forecast system in percentage. Whenever the forecast error percentage is closer to or above 

100%, such a model is regarded as inaccurate but if it tends toward 0%, then the such model is okay. Where et = yt − ft which is the 
error forecast, the size of the test set is denoted by n, the actual value denoted by yt and ft is the forecasted value. Equation (24) depicts 
the formula for MAPE 

MAPE=
∑n

t=1

et
yt
∗ 100 (24)  

3.7.4.1. Experimental setup. For our experimental setup, the Anaconda platform was used in a Python environment. The dataset was 
partitioned into training and testing datasets. 70% of the dataset was used for training while the remaining 30% was used for testing, 
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this ratio was concluded after a series of multiple experiments were carried out to validate the efficiency of all the models used. The 
proposed model was compared with other machine learning models and other deep learning models. Getting good experimental results 
entails setting up a suitable optimizer to solve the problem of parameter optimization. In the deep learning, library used, different 
optimization algorithms can be adopted such as Root Mean Square prop (RMSprop) and stochastic Gradient Descent (SGD). One of the 
ways to overcome the problem of overfitting is to choose the right optimizer. A comparative experiment was carried out comparing the 
mean square error (MSE) loss of different optimizers when training the CNN-RNN with the LSTM model. From the comparative 
experiment, the Adam optimizer gave the best result which was finally used for the model training. For the activation function, 
Rectified Linear unit (ReLu) was selected. Also, an epoch of 200 was used in a batch size of 20 this is because there were minimum 
losses. Since the training dataset is 20 years, a timestep of 20 was used indicating that the model can learn from the back 20 years and 
predict for the subsequent years. 

3.7.4.2. Validation mechanism. The historical dataset from 1988 to 2008 was used to train all the models used in this research work. 
The dataset from 2009 to 2017 was reserved as the test dataset and the data from the years before each of them formed the training 
dataset. It is to be noted that the training dataset was also partitioned into a 30%–70% ratio. Where 30% was excluded strictly for 
validation while the rest was used for training. The dataset reserved for validation was not used for model training. To ensure that the 
validation data has similar distribution with the training datasets, a stratified splits cross-validation approach was adopted where all 
the observations in the training data were binned into 5 linearly spaced based on the corresponding yield value. The training data were 
resampled 10 times (with replacement), enabling us to train the model 10 times. As a result of this, the models were trained 10 different 
times on the newly created training dataset. 

4. Results from CNN-RNN with LSTM 

The proposed model was trained with the yield and climatic dataset respectively, Based on the correlation captured and the training 
of the proposed model, the prediction of cocoa yield for the next nine years was done. The model uses a time step which helps the 
model to learn and based on what it has learned, the output is generated. See Table 18 for hyper parameters setting. 

The model uses a time step of 20 years to learn from the given dataset and predict the next subsequent years. See other parameters 
setting for the proposed model in section 3.1 Table 2 and Fig. 7 below depict the actual and predicted cocoa yield from 2009 to 2017 
while Table 3 reveals the evaluation metrics of CNN-RNN with LSTM. 

4.1. Result from multilayer perceptron (MLP) 

Table 4 and Fig. 8 depict the actual and predicted cocoa yield of MLP from 2009 to 2017. Different numbers of neurons were used in 
the hidden layer during model training ranging from 10 to 18 with an interval of 4, this was done to select the best architecture for 
predicting the cocoa yield. Tanh(x) was selected as the activation function compared to other activation functions because it gave a 
higher performance. 70% of the dataset was used to train the MLP which was sorted out randomly by the model. See Table 18 for hyper 
parameters setting. The model training was repeated three different times and was tested with a different number of neurons. The error 
rate of the model was controlled as the neuron were changed, MLP with 18 neurons gave the best result as compared with MLP with 10 
and 14 neurons respectively. After the prediction of cocoa yield, MLP was evaluated and the results are represented in Table 5. 

4.2. Naïve Bayes 

Table 6 and Fig. 9 depict the actual and predicted cocoa yield of NB from 2009 to 2017. The climatic dataset node and the yield 
dataset node are the parent nodes respectively. The evaluation results for NB are depicted in Table 7. 

4.3. Results for Seasonal Auto-regression Integrated Moving Average (SARIMA) 

Table 8 and Fig. 10 depict the actual and predicted cocoa yield of SARIMA from 2009 to 2017. SARIMA, a linear model was trained 
with the yield and climatic dataset from 1988 to 2008. The climatic features (Rainfall, Minimum, and Maximum Temperature) from 

Table 2 
Actual and predicted cocoa yield of CNN-RNN with LSTM from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield kg ha− 1) 

2009 513 500.5206 
2010 525 512.4174 
2011 370 344.7426 
2012 371 345.3445 
2013 238 225.6457 
2014 248 210.7325 
2015 200 164.3216 
2016 230 200.6718 
2017 240 195.4672  
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Fig. 7. Graphical Representation of Actual and predicted cocoa yield of CNN-RNN with LSTM from 2009 to 2017.  

Table 3 
Evaluation metrics of CNN-RNN with LSTM.  

Technique MAE MSE RMSE MAPE 

CNN-RNN with LSTM 26.1111 808 28.4175 9.7705  

Table 4 
Actual and predicted cocoa yield of MLP from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield ((kg ha− 1) 

2009 513 452.7568 
2010 525 465.9856 
2011 370 289.0765 
2012 371 295.6732 
2013 238 201.4521 
2014 248 175.0438 
2015 200 145.5431 
2016 230 196.769 
2017 240 130.457  

Fig. 8. Graphical Representation of Actual and predicted cocoa yield of MLP from 2009 to 2017.  

S.S. Olofintuyi et al.                                                                                                                                                                                                   



Heliyon 9 (2023) e15245

13

Table 5 
Evaluation metrics of MLP.  

Technique MAE MSE RMSE MAPE 

MLP 64.6666 37,667 194.0809 21.9169  

Table 6 
Actual and predicted cocoa yield of NB from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield ((kg ha− 1) 

2009 513 450.6873 
2010 525 462.1327 
2011 370 280.8641 
2012 371 295.7722 
2013 238 200.3883 
2014 248 173.9046 
2015 200 144.1276 
2016 230 190.9836 
2017 240 131.782  

Fig. 9. Graphical Representation of Actual and predicted cocoa yield of NB from 2009 to 2017.  

Table 7 
Evaluation metrics of NB.  

Technique MAE MSE RMSE MAPE 

NB 67.1111 40,583 201.4526 22.6845  

Table 8 
Actual and predicted cocoa yield of SARIMA from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield (kg ha− 1) 

2009 513 425.0192 
2010 525 461.5409 
2011 370 279.4536 
2012 371 201.6902 
2013 238 171.3219 
2014 248 141.9021 
2015 200 134.4285 
2016 230 192.852 
2017 240 125.9931  
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April to October were considered as the independent variable, and the cocoa yield was taken as the independent variable. After the 
prediction of cocoa yield by SARIMA, it was evaluated and the results are represented in Table 9. 

4.4. CNN-LSTM 

Table 10 and Fig. 11 depict the actual and predicted cocoa yield of CNN-LSTM from 2009 to 2017. CNN-LSTM model has been 
proposed by Sharma et al. (2020) for yield prediction before, the model was compared with our proposed model using climatic and 
yield datasets for model training and validation. CNN-LSTM was trained separately to compare the results to the proposed model. As 
used, CNN was used to process our data and the result was forwarded to the LSTM. The output was followed by a fully connected layer. 
CNN-LSTM model has four LSTMs and for each LSTM, 50 neurons were used. To avoid the problem of overfitting, 0.2 dropout reg
ularization was applied. Adam optimizer was used along with 200 epochs in a batch of 20. Also, the ReLu activation function was 
applied to the model learning at a rate of 0.0005. The kernel size used was 3 by 3 with a stride number of one. Table 11 depicts the 
evaluation metrics for the CNN-LSTM model. See Table 18 for hyper parameters setting. 

4.5. RNN-LSTM 

Table 12 and Fig. 12 depict the actual and predicted cocoa yield by RNN-LSTM from 2009 to 2017. The RNN-LSTM model was used 
for wheat yield prediction by Nishu and Anshu, (2021). Our proposed model was compared with the RNN-LSTM model. This model has 
two parts, RNN which were used to process the dataset and then passed to the LSTM, the model uses a fully connected layer. The model 
also has four LSTM and 50 neurons used for each. The following parameters were used 0.2 dropout regularization, an epoch of 200 in a 
batch size of 20, Adam optimizer, and ReLu activation function. Since we are training the model with 20 years dataset, a timestep of 20 
was used and the model learning at a rate of 0.0005. See Table 18 for hyper parameters setting. Table 13 depicts the evaluation metrics 
for the RNN-LSTM model. 

4.6. LSTM 

The proposed model was also compared with the LSTM model. LSTM has been used by Jiang et al. (2018) for corn yield prediction. 
Table 14 and Fig. 13 depicts the actual and predicted cocoa yield by LSTM from 2009 to 2017. In the quest to get the best model for 
predicting cocoa yield in southwest Nigeria. LSTM was trained to determine the best model. Five LSTM layers were used, and two 
layers of LSTM were used to extract the features from the datasets as the input layer, the dense layer, and the output layer. Each layer of 
LSTM used has 50 nodes and a dropout of 0.2 was used with a timestep of 20. Adam optimizer was used and the model learning was at a 
rate of 0.0005. Table 15 depicts the evaluation metrics for the RNN-LSTM model. See Table 18 for hyper parameters setting. 

5. Discussion 

After the experiment was conducted, the following inference was concluded.  

i. SARIMA which is a linear model gave the highest mean absolute error which suggests that the other two models (MLP and NB) 
gave the least absolute error as compared with SARIMA only.  

ii. Secondly, it was observed that among the other three machine learning models used, the means absolute error interval between 
the three models is minimal as compared to the proposed model. This suggests that the proposed model performed very well 
considering the error interval between the proposed model and the other used machine learning models. 

Fig. 10. Graphical Representation of Actual and predicted cocoa yield of SARIMA from 2009 to 2017.  
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Table 9 
Evaluation metrics of SARIMA.  

Technique MAE MSE RMSE MAPE 

SARIMA 89 71,253 266.9328 29.6203  

Table 10 
Actual and predicted cocoa yield of CNN-LSTM from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield (kg ha− 1) 

2009 513 487.4169 
2010 525 486.0142 
2011 370 300.7284 
2012 371 304.2168 
2013 238 220.3468 
2014 248 204.6748 
2015 200 177.4432 
2016 230 205.0342 
2017 240 200.9346  

Fig. 11. Graphical Representation of Actual and predicted cocoa yield of CNN-LSTM from 2009 to 2017.  

Table 11 
Evaluation metrics of CNN-LSTM.  

Technique MAE MSE RMSE MAPE 

CNN with LSTM 38.6666 13,471 116.0634 12.4926  

Table 12 
Actual and predicted cocoa yield of RNN-LSTM from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield (kg ha− 1) 

2009 513 498.3406 
2010 525 484.8946 
2011 370 350.4714 
2012 371 343.001 
2013 238 205.7946 
2014 248 204.1423 
2015 200 175.0014 
2016 230 198.4271 
2017 240 192.4785  
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Fig. 12. Graphical Representation of Actual and predicted cocoa yield of CNN-LSTM from 2009 to 2017.  

Table 13 
Evaluation metrics of RNN-LSTM.  

Technique MAE MSE RMSE MAPE 

RNN-LSTM 31.3333 8864 94.1495 11.1739  

Table 14 
Actual and predicted cocoa yield of LSTM from 2009 to 2017.  

Years Actual Yield (kg ha− 1) Predicted Yield (kg ha− 1) 

2009 513 469.8426 
2010 525 476.321 
2011 370 294.3214 
2012 371 299.9497 
2013 238 217.8263 
2014 248 195.0426 
2015 200 165.0427 
2016 230 200.9216 
2017 240 186.3296  

Fig. 13. Graphical Representation of Actual and predicted cocoa yield of LSTM from 2009 to 2017.  
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iii. Models with LSTM performed significantly better than MLP, NB, and SARIMA. This indicates that LSTM has a significant 
advantage over other conventional methods especially when it comes to time series datasets.  

iv. Comparing the LSTM with CNN-LSTM and RNN-LSTM, CNN-LSTM and RNN-LSTM gave a better accuracy than the LSTM model. 
The reason for the differences in accuracy obtained may be the ability of CNN-LSTM and RNN-LSTM to extract complex features 
in the time series dataset. Thus, improving the accuracy over LSTM. Table 16 depicts the comparison between the proposed 
model and other machine learning models while Table 17 depicts the comparison between the proposed model and other deep 
learning models.  

v. Due to the robustness of the proposed model, significant accuracy was obtained compared to other machine learning models and 
models with LSTM used in this research work. The proposed model was compared with RNN-LSTM (Nishu and Anshu, 2021), 
CNN-LSTM (Sharma et al., 2020), and LSTM (Jiang et al., 2018). Experimental results reveal that the proposed model gave 
better accuracy compared to other existing deep learning techniques. Fig. 14 depicts the performance comparison of all the 
models and the proposed model. 

6. Conclusions 

To accurately predict cocoa yield, the research proposed an ensemble approach consisting of a convolutional neural network, 
recurrent neural network, and Long Short Term Memory. The CNN was used to extract the climatic features while the RNN was used to 

Table 15 
Evaluation metrics of LSTM.  

Technique MAE MSE RMSE MAPE 

LSTM 47.6666 20,487 143.1341 15.5115  

Table 16 
Performance Comparison of the proposed technique and other machine learning techniques.  

Techniques MAE MSE RMSE MAPE 

CNN-RNN with LSTM 26.1111 808 28.4175 9.7705 
NB 67.1111 40,583 201.4526 22.6845 
SARIMA 89 71,253 266.9328 29.6203 
MLP 64.6666 37,667 194.0809 21.9169  

Table 17 
Performance Comparison of the proposed techniques and other deep learning techniques.  

Techniques MAE MSE RMSE MAPE 

CNN-RNN with LSTM 26.1111 808 28.4175 9.7705 
LSTM 47.6666 20,487 143.1341 15.5115 
CNNwith LSTM 38.6666 13,471 116.0634 12.4926 
RNN-LSTM 31.3333 8864 94.1495 11.1739  

Table 18 
Hyper parameters settings of models used.  

Model Optimizer Epoch Dropout 
Regularization 

Learning 
rate 

Activation 
function 

Evaluation 
Metric 

Batch 
Size 

Number of 
hidden layers 

Number of 
neurons 

Time 
step 

CNN-RNN 
with 
LSTM 

Adam 200 0.2 0.0005 Relu MAE, MSE, 
RMSE,MAPE 

20 6 64 20 

LSTM Adam 200 0.2 0.0005 Relu MAE, MSE, 
RMSE,MAPE 

20 4 50 20 

RNN-LSTM Adam 200 0.2 0.0005 Relu MAE, MSE, 
RMSE,MAPE 

20 4 50 20 

CNN-LSTM Adam 200 0.2 0.0005 Relu MAE, MSE, 
RMSE,MAPE 

20 4 50 20 

NB      MAE, MSE, 
RMSE,MAPE     

MLP Adam 300   Tanh(x) MAE, MSE, 
RMSE,MAPE  

2 18  

SARIMA      MAE, MSE, 
RMSE,MAPE      
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extract yield features. The output of both models was concatenated by the fully connected layer and then send into the LSTM which 
finally does the prediction. The following conclusions were reached in the research work. (a) models with LSTM is more suitable for 
predicting yield when it comes to time series data compared to statistical model (b) CNN can be used to extract climatic features and 
RNN to extract yield features which can enhance the robustness and accuracy of the overall model. (c) Finally, the model is expected to 
provide a reasonable reference for yield prediction. 

One of the major limitations of the research work is the accessibility to the country’s climatic dataset. The price charge from the 
Nimet is too exorbitant, we were only able to pay for the climatic dataset of Southwest, Nigeria. In order to fully validate the effec
tiveness of our proposed model, more dataset from the other regions of Nigeria will have been a tremendous breakthrough for the 
research. Another limitation of the research is biasness of the models which is observed from the predicted and actual values. This is 
suspected to be from the dataset used because the dataset covered only the southwest Nigeria. Some of the features used from the 
climatic dataset e.g. temperature and rainfall vary to a large extend in southwest and other part of the country especially the northern 
part of the country. Further research can extend the scope of the dataset to curb the biasness and also effectively evaluate our model. 
Also, to improve the accuracy derived more advanced network architecture will be considered in the subsequent research. 
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