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Abstract 
Machine learning has been useful for prediction in the various sectors of the economy. 
The research work proposed an ensemble SA-CCT machine learning algorithm that 
gives early and accurate prediction of blackpod disease to farmers and agricultural 
extension officers in South-West, Nigeria. Since data mining put into consideration the 
types of pattern in a given dataset, the study considered the pattern in climatic dataset 
retrieved from Nigeria Meteorological agency (NIMET). The proposed model uses 
climatic parameters (Rainfall and Temperature) to predict the outbreak of blackpod 
disease. The ensemble SA-CCT model was formulated by hybridizing a linear 
algorithm Seasonal Auto Regressive Integrated Moving Average (SARIMA) and a 
nonlinear algorithm Compact Classification Tree (CCT), the implementation was done 
with python programming. The proposed SA-CCT model gives the following results 
after evaluation. Precision: 0.9429, Recall 0.9167, Mean Square Error: 0.2357, 
Accuracy: 0.9444 
Keywords: Blackpod Disease, Machine Learning, Data Mining, SA-CCT Model; 
SARIMA; CCT 

1. Introduction  
Data mining is a technique which makes use of patterns and knowledge in a given 
dataset. The information that is extracted from the dataset helps to improve existing 
research, and thus leading to productivity. Various fields such as education, health-
care, engineering, agriculture and market analysis has found the application of data 
mining relevant [1]. Virtually, all sectors in Nigeria rely on information and 
communication technologies for an optimum productivity; this is because complex 
problem can be tackled with the aid of a computer.  [2] pinpoints that the greatest 
problem of farmers across the globe is infestation of crops with disease and pest and 
how to protect their crop that is not far-fetched because of lack of specialized tools 
that will help in predicting when the conditions for the outbreak of the diseases is near. 
[3] stated in their work that there are two major requirements that must be fulfill 
during prediction of plant diseases, and these requirement includes accuracy and 
fastness. Cocoa has been a major economic crop and served as a major source of 
income for Nigeria over the decades and has drastically reduced because of low 
production that is caused by the incidence of diseases on the crop and farmers not 
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willing to produce cocoa because of the outbreak of blackpod disease. Blackpod is the 
deadliest and destructive disease of cocoa globally, this disease affects every aspect 
of cocoa plant. And all the parts that are affect includes the pods, stems and roots, 
leaves and flower cushion. A great number of cocoa pods have been lost to diseases 
across the globe due to the unavailability of timely reports of outbreaks, epidemics in 
developing regions like West Africa is still a serious challenge [4]. Also, in the time 
past, number of algorithms have been developed and implemented to extract 
information and knowledge patterns which are used for prediction of diseases from a 
time series dataset but they are unable to accurately make the prediction correctly [5]. 
Therefore, there is a need to improve on the prediction model and also develop an 
ensemble system that gives timely report. Maina [6] proposed a vision-based model 
that was developed to classify plant diseases, the use of such models is applicable in 
situations where the crop has fully matured and its phenotypic characteristics are 
visible; hence such models may not be feasible for early detection and accurate 
determination of crop diseases. This is because a disease at advanced stage would 
have spread more than such models could capture. Therefore, there is indeed the need 
to utilize information technology in providing a model for early and accurate detection 
of crop diseases. It has been proven using both theoretical and empirical findings that 
when models are combined, there is an improvement in the performance of the 
hybridized model compared to the individual model(s). The performance of the 
hybridized model increases when the ensemble model are of different types. Decision 
support system for farmers will reduce the incidence of disease and improve food 
production [7], [8]. [9] presented C4.5 algorithm in machine learning for prediction 
of crop yield in Indian, the authors used climatic parameters in the proposed research 
work. [10] gave a new perspective on plant disease by using deep learning. This 
research work proposed an ensemble model that decompose a time series data into it 
respective linear and non-linear component. Research has it that Seasonal Auto 
Regressive Integrated Moving Average (SARIMA) is a good statistical model that is 
good for predicting the linear component of a dataset while Compact Classification 
Tree (CCT) is also good for predicting the non-linear component of the dataset. The 
hybridized predictive was formulated using SARIMA and CCT to form SA-CCT 
model. 

2. Literature Review 
[11] uses Convolutional Neural Network (CNN) in modelling the response to crop 
management. The author(s) compares the proposed structure with regression linear 
model, random forest and support vector machine using the same set of dataset but 
the proposed model gave a better accuracy than the other models. [12] compares the 
performance of three machine learning algorithms along with multiple regression for 
predicting the risk in stagonaspora nodorium in wheat. After evaluation, it was 
indicated that random forest gave an accuracy of 93%. [13] compared different 
mathematics-based techniques for data processing and prediction of possible fruit 
disease infection. Six significant weather variables and one variable representing the 
month in the year are selected as predictor variables. Prediction includes two most 
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important diseases of cherry fruit: monilinia laxa and coccomyces hiemalis. Authors 
failed to implement the predictive model to give farmers notification of diseases 
through mobile or internet network. Various researchers have conducted research 
between a linear model and non-linear model to see their performance on the same 
dataset. According to [14] in their research work, answered the question that at what 
condition does a non-linear model outperformed a linear model. They provided an 
answer by saying maybe the dataset is non-linear without much disturbance, therefore 
cannot expect linear model to outperform the non-linear model [15]. When a non-
linear model is used to model a linear problems, a mixed results is obtained and hence, 
it is wise to develop a hybridized model for a time series dataset. The concept behind 
hybridization is to use the component of each model uniquely to capture what they 
are good at. Since both findings of empirical and theoretical suggest hybridization of 
model, most especially when the models are different in nature in order to improve 
the performance of the hybridized model [16]. In addition, knowing the characteristics 
of real world dataset is difficult, hence, hybridization of model that has both linear 
and non-linear capabilities would be a very good approach for forecasting. There has 
been an increment in the literature of hybridizing model since the work of [17]. This 
was further supported by [18] where they hybridized Radial Bais Function (RBF) and 
ARIMA models. [19] conducted a research work by hybridizing a rule based system 
and neural network for making prediction on the price of changes in stock index 
futures. [20] in their work hybridized ARIMA model with SVM for forecasting stock 
prices. Also, [21] did a research where they integrated SARIMA with SVM for 
making prediction. Furthermore, using a hybridization technique that breaks a time 
series data into its respective linear and non-linear component has been on the increase 
in literature which they also have shown better result than a single model. The linear 
SARIMA is used jointly with non-linear CCT to form SA-CCT to detect the 
relationship that exist in the dataset. There are three cogent reasons why the models 
used for prediction are hybridized. Firstly, it is extremely cumbersome to pinpoint 
whether the time series data is generated from non-linear or linear underlying process. 
With this, it is difficult to determine which model will be suitable hence, the concept 
of hybridizing the model for better prediction. Secondly, real world dataset is purely 
a linear and non-linear that is, they have both linear and non-linear pattern 
respectively. Neither SARIMA nor CCT will be adequate for modelling of the 
process. Hence, this problem can be solve by hybridizing the two technique. Lastly, it 
has being agreed from literature that hybridization perform well than a single model 
when it comes to prediction [16]. Prediction of plant diseases can be performed based 
on weather data by using the appropriate machine learning technique [22]. [23] 
concluded in their research that there will be estimated increase of 20% of cocoa 
diseases which will cost lost in the total worldwide production of cocoa production. 
There is a correlation between some of the cocoa diseases and weather condition. The 
next section discusses data visualization, creation of the SA-CCT model and the 
comparison of the proposed model with SARIMA and CCT. 
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3. Methodology 
This section discusses the proposed model building and simulation. Dataset used for 
model training and implementation were collected from Nigeria Meteorological 
agency (NIMET) which covers five major cocoa producing states in South-West 
Nigeria. After data collection, the dataset were visualized with Principal Component 
Analysis (PCA). Models creation was based on climatic variables which determines 
the blackpod disease. After visualization, three different models were trained and 
evaluated. The models include SARIMA, CCT and an ensemble of SARIMA and 
CCT to form SA-CCT.  Figure 1 below depicts the proposed model. Implementation 
of the work was done with python programming language. 

 

 
Figure 1. Proposed Model 

3.1. Dataset 

Dataset used for this research work was retrieved from Nigeria Metrological Agency 
(NIMET). The dataset covers five cocoa producing states (Osun State, Ogun State, 
Ekiti State, Oyo State and Ondo State) in South-West, Nigeria. Also, the dataset 
covers thirty year, from 1988 – 2018.  

 

 
Figure 2. PCA for five states 
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Two major features were considered from the dataset which include temperature and 
rainfall. Data preprocessing and visualization was followed which was done with 
PCA. The dataset was put into the subspace for dimensionality reduction with the 
PCA using 2D plot diagram. Figure 2 below shows the plot diagram for the five states. 
The dataset was divided into training dataset and testing dataset which was used to 
test the accuracy of the three models. 

3.2. SARIMA Model 

SARIMA (p d, q, P, D, Q)s has two parts; Non-seasonal part (p, d, q) and seasonal 
parts (P, D, Q)s 
Where: 

1. p: order of non-seasonal AR terms 
2. d: order of non-seasonal differencing 
3. q: order of non-seasonal MA terms 
4. P: order of seasonal AR 
5. D: order of seasonal differencing 
6. Q: order of seasonal MA terms 

SARIMA Process 
SARIMA (p, d, q, P, D, Q)s has the form 

∅𝑝𝑝(𝐵𝐵𝑠𝑠)∅𝑝𝑝(𝐵𝐵)(1 − 𝐵𝐵𝑠𝑠)𝐷𝐷(1 − 𝐵𝐵)𝑑𝑑𝑋𝑋𝑡𝑡 = 𝜃𝜃𝑄𝑄(𝐵𝐵𝑠𝑠)𝜃𝜃𝑞𝑞(𝐵𝐵)𝑍𝑍𝑡𝑡     (1) 
Below is the polynomial form of Equation 1  
                   𝜃𝜃𝑞𝑞(𝐵𝐵) = 1 + 𝜃𝜃1𝐵𝐵 + ⋯ + 𝜃𝜃𝑞𝑞𝐵𝐵𝑞𝑞                               (2)                            
                    𝜃𝜃𝑄𝑄(𝐵𝐵𝑠𝑠) = 1 + 𝜃𝜃1𝐵𝐵𝑠𝑠 +  𝜃𝜃2𝐵𝐵2𝑠𝑠 + ⋯ 𝜃𝜃𝑞𝑞𝐵𝐵𝑄𝑄𝑄𝑄            (3)  
                     ∅𝑝𝑝(𝐵𝐵) = 1 − ∅1𝐵𝐵 − ∅2𝐵𝐵2 − ∅𝑝𝑝𝐵𝐵                        (4)  
                  ∅𝑝𝑝(𝐵𝐵𝑠𝑠) = 1 − ∅1𝐵𝐵𝑠𝑠 − ∅2𝐵𝐵2𝑠𝑠 − ⋯ ∅𝑝𝑝𝐵𝐵𝑝𝑝𝑠𝑠            (5) 
Seasonal differencing, If D = 1 
Then ∀𝑠𝑠𝑋𝑋𝑡𝑡 = (1 − 𝐵𝐵𝑠𝑠)𝑋𝑋𝑡𝑡 = 𝑋𝑋𝑡𝑡 − 𝑋𝑋𝑡𝑡−𝑠𝑠 
If D = 2  
∀𝑠𝑠

2𝑋𝑋𝑡𝑡 = (1 − 𝐵𝐵𝑠𝑠)2𝑋𝑋𝑡𝑡 = (1 − 2𝐵𝐵𝑠𝑠 + 𝐵𝐵2𝑠𝑠)𝑋𝑋𝑡𝑡  
= 𝑋𝑋𝑡𝑡 − 2𝑋𝑋𝑡𝑡−𝑠𝑠 +  𝑋𝑋𝑡𝑡−2𝑠𝑠 

SARIMA popularity is due to its flexibility that is used on varieties of time series data. 
The basic assumption made to use this model is that it considers only the linear 
component of a time series data. SARIMA can only make prediction for the linear 
form associated with time series data. 

3.3. Compact Classification Tree 

CCT construct its decision tree making use of historical dataset. Classification of new 
dataset are then done with the constructed decision tree. When the class value is know, 
classification tree are then used for each of the instance. During the construction of 
classification tree, several parameters are considered such as the splitting rule, the rule 
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that considered the splitting of data when been classified into smaller part. Research 
has it that there are various impurity functions such as Twoing splitting rule, Gini 
splitting rule and Deviance [24]. CCT is suitable for prediction making; the internal 
node is used to split instance space into various subspaces using some function of the 
attributes valves inputted. In some cases, a single attribute is tested and the space is 
divided with respect to the value of the attributes value. Considering a numeric 
attributes, the range of the condition is been used. For us to obtain the most appropriate 
targeted value, each leaf will be assign to a class. Alternatively, the probability vector 
that indicates the targeted attributes values is uphold by a leaf. Classification of 
instance is done from the root of the tree down to the leaf based on the test condition. 
Pruning method and stopping criteria are used to construct the complexity of the tree. 
Tree depth, total number of nodes, number of attribute used and total number of leaves 
are used to measure the tree’s complexity. 

 
Algorithm for CCT 
TreeGrowth (A, B) 

1. if stopping_cond( A,B) = true then 
2. leaf = createdNode(). 
3. Leaf.label = Classify(A)  
4. Return leaf. 
5. Else 
6. root = createdNode() 
7. root.test_cond = find_best_split (A, B). 
8. Let S = {s/s is a possible outcome of root.test_cond} 
9. For each 𝑠𝑠 ∈ 𝑆𝑆 do 
10. As={sroot.test_cond(a)= 𝑠𝑠, 𝛼𝛼𝛼𝛼𝛼𝛼  
11. Child = TreeGrowth (As,B). 
12. add child as descendent of root and label the edge ( root-child) as s 
13. end for 
14. end if 
15. Return root 

3.4. SA-CCT Model 

Two models were used in formation of the proposed model. SARIMA and CCT. 
SARIMA a statistical tool which had gained attention of researchers for linear 
problems and CCT machine learning algorithm which had also gained the attention of 
researchers over the years were hybridized to form SA-CCT model. SARIMA a 
statistical tool is good tool for detection and prediction of linear pattern in a given 
dataset while CCT is an algorithm which is also good for detection and prediction of 
non-linear pattern in a given dataset. Both linear and nonlinear models have achieved 
successes in their own linear or nonlinear problems. However, none of them is a 
universal model that is suitable for all situations. In the research conducted by [17] 
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they said that a combined model having both linear and nonlinear modeling abilities 
will be a good alternative for forecasting the time series data. Both the linear and 
nonlinear models have different unique strength to capture data characteristics in 
linear or nonlinear domains, so the combined model proposed in this study is 
composed of the linear component and the nonlinear component. Therefore, the 
combined model can model linear and nonlinear patterns with improved overall 
forecasting performance. It may be reasonable to consider a time series to be 
composed of a linear autocorrelation structure and a nonlinear component. 

 
Mathematical Representation of the Proposed Model 
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non-linear pattern in a given dataset. Both linear and nonlinear models have achieved 
successes in their own linear or nonlinear problems. However, none of them is a 
universal model that is suitable for all situations. In the research conducted by [17] 
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3.5. Android  Client 

The android client represents an application (App) that will allow farmers to receive 
near real time information from the server. The android client is composed of an 
android mobile handset with an application that will allow farmers to interact with the 
system. Alert messages or notifications will be transmitted via an application-
programming interface to the mobile phone warning farmers on the possibility of 
cocoa blackpod disease and possible control mechanism such as type of fungicide 
application. A farmer will use the android application to register their details via a 
simple registration form and the data will be sent to the server for storage. Figure 3 
depicts the registration interface for farmers to register. 

 
Figure 3. Interface for Registration 

3.6. Server 

The server acted as a host for both the farmer and climatic database. The database 
stored information received from the farmers. The climate database will store 
information on black pod cocoa disease and their symptoms. The server will as well 
host the data mining application that will use data from both the farmer database and 
disease database to determine the likelihood of occurrence of a crop disease. 

3.7. Application Program Interface (API) 

The API 2 gets user data from the application (APP) database.  Through the API 2, 
the API 2 parsed the date to the API 1, once API 1 gets the date and state, it loads the 
data from the cloud and fit it into the Model.PKL, which make prediction and send it 
to the APP through API 1 for display. Figure 4 reveals the diagram of the model 
connection with two APIs and APP. The type of API used is a RESTFUL API that 
was provided by flask. Flask is a python web framework and it also provides service 
like Rest API. The API stands as a communication link between the third party 
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software (such as mobile application and web application) and the model built. This 
third party software then sends a request in json format to the API. 

 
Figure 4. Diagram of the Model Connection with two APIs and APP 

3.8. Performance Evaluation 

Machine Learning has several ways of evaluating the performance of learning 
algorithms and the classifiers they produce. But for the essence of this research, the 
matric such as accuracy, recall, precision and means square error were used to 
evaluate our proposed model. They are thus expatiated below. 
Recall: it talks about events that are truly positive and are announced as positive. 

FNTP
TPcall
+

=Re

Precision: it describes events that are negative and are announced as negative event. 

FPTP
TPecision
+

=Pr

Accuracy: it describes the general effectiveness of the proposed model. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇                      (14) 

Means Square Error (MSE): it is an estimator of the overall deviations between 
predicted and the actual values. 


=

=
n

t
te

n
MSE

1

21

Note: Where  𝑒𝑒𝑡𝑡 = 𝐴𝐴𝑡𝑡 − 𝑓𝑓𝑡𝑡  is the forecast error, and n is the size of the test set. 
Where 𝐴𝐴𝑡𝑡 is the actual value 
And  𝑓𝑓𝑡𝑡 is the forecasted value 
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4. Result and Discussion of SARIMA Model 
Immediately after visualizing the climatic dataset from data space using the Principal 
component analysis, the dataset is then divided into two sections which are the training 
set and testing set. 70% of the dataset is used for training while 30% were used for 
testing. 10 folds validation was also used during the data separation. SARIMA model 
was simulated and evaluated with the following parameters; precision, recall, 
accuracy and mean square error. Also, two features were considered during the 
training and validation stage. The following evaluation was done after prediction: 
Accuracy: 0.8333%, Precision: 0.6316, Recall: 0.6316 and Mean Square Error: 
0.4082. Figure 5 depicts the graph for SARIMA prediction. 

 

 
Figure 5. Outcome of SARIMA Prediction of Blackpod Disease 

NB: The blue line shows the actual output and the orange shows the predicted output 
of the model when we fit in the test set 

4.1. Result and Discussion of Compact Classification Tree Model 

The model was developed using compact classification tree, the first thing done was 
to import the necessary library. After the successful load of the library, the pandas 
was use to load the dataset into the system, after that the date was set as the index for 
the database. The database was splitted into input and output after which the 
train_test_split library was imported from sklearn.model_selection and the input and 
output is split into train and test set. After that we load the compact classification tree 
classifier and fit the x_train and y_train into the classifier to train the classifier, after 
successful training the x_test was fit for prediction. The following evaluation was 
done after prediction: Accuracy: 0.911%, Precision: 0.8888, Recall: 0.8888 and Mean 
Square Error: 0.2981. Figure 6 depicts the graph for compact classification tree 
prediction. 
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Figure 6. Outcome of Compact Classification Tree prediction of Blackpod Disease 

4.2. Result and Discussion of SA-CCT Model 

The model was developed using SA-CCT which is the combination of SARIMA and 
CCT. The following evaluation was done after prediction: Accuracy: 0.944%, 
Precision: 0.9429 and Recall: 0.9429. Figure 7 depicts the graph for compact 
classification tree prediction. After evaluation, we import pickle which is used to 
create model, the model is created and saved in the stated directory with .pkl extension 
and the model can be used to make predictions. 

 

 
Figure 7. Outcome of SA-CCT Model for prediction of Blackpod Disease 

NB: The blue line shows the actual output and the orange shows the predicted output 
of the model when we fit in the test set. 
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4.3. SARIMA, CCT and SA-CCT Performance Evaluation Comparison 

The proposed SA-CCT model outperformed the other two models by giving the lowest 
mean square error that is, it gives the least deviations between predicted and actual 
values and gave the highest accuracy between the three models. As a result, SA-CCT 
was considered for making prediction to all registered farmers. Table 1 below shows 
the results of the proposed model, CCT and SARIMA model while figure 8 reveals 
the graphical representation of the results. 
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Figure 8. The compared results of SARIMA, CCT and SA-CCT Models 

5. Conclusion 
This work introduces an ensemble SA-CCT novel approach for predicting of blackpod 
disease by giving farmers in South-West Nigeria monthly notification of blackpod 
disease via their mobile application developed. Farmers are expected to install the 
application on their mobile phone and stay connected so as to receive the monthly 
notification. The research work also reveals that SA-CCT model performs better than 
the individual SARIMA (linear) and CCT (nonlinear). 
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Abstract 
Scientometrics is one of the most important scales for evaluating scientific outputs. Co-
word and social network analysis (SNA) were used to investigate relationships in the 
field of social accounting researches indexed on Scopus. The findings of the study 
indicate that the most frequent topics and vocabulary in this area is economic analysis, 
economic and social effects. Moreover, the most valuable subject areas were identified: 
based on closeness, they are water resources, tourism economics and structural 
adjustment. Based on centrality, economic impact, economic analysis, environmental 
economics and income distribution. The results of the study indicate that many 
important social and environmental issues can be assessed through social accounting. 
Co-authorship analysis revealed that the co-authorship network in this domain was 
discrete and with low density. By utilizing the co-occurrence map, researchers and 
policymakers can make policy making more effective through being aware of the 
research trends and hot topics in social accounting.  
Keywords: social accounting, scientific map, word co-occurrence, co-authoring, 
scientometrics, social network analysis 

1. Introduction  
According to the legitimacy theory, an organization should be held accountable by 
increasing the scope of disclosure of social and environmental information in its 
annual report [27]. Social accounting Includes operations and publications related to 
accounts of mutual, social, environmental, employee-related, community-related, 
customer-related actions and activities, along with activities related to other 
stakeholders, and, to the extent possible, the result of such actions and activities [41]. 
O'Dwyer (2005) states that social accounts are more similar to combining non-
financial numbers and information and include non-numerical information, although 


